Analysis of COVID-19 in Tokyo with Extended SEIR model and ensemble Kalman filter
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1 The continuous comportmental model

We introduce the framework of the continuous model, and the various parameters involved.

1.1 The extended SEIR model

The existence of COVID-19 infectious spreaders who do not show (yet or at all) any symptom already brings a lot of uncertainties to health services. In addition, whenever the symptoms are relatively mild and because of some external pressure, some symptomatic individuals do hesitate to report the health service [12, p. 11]. As a consequence, daily new cases are under-reported. Combining this effect with some delayed information, some inaccurate tests (especially in the first phase of the epidemic), and other reasons that we are not aware of, it turns out that the reported data are not very accurate. In such a situation one needs to use proper strategies to analyze the observation data.

Figure 1: Transfer diagram for the extended SEIR model. Compartment $I$ of the SEIR model is divided into two compartments $I_a$ (asymptomatic/pre-symptomatic) and $I_s$ (symptomatic)

In order to meet the special features of COVID-19, we separate the compartment $I$ of the SEIR model into two compartments $I_a$ and $I_s$. These compartments correspond to asymptomatic / pre-symptomatic and to symptomatic states, respectively. Both $I_a$ and $I_s$ can infect $S$. As shown in Figure 1, the transmission processes related to $I_a$ and to $I_s$ have transmission coefficients $\beta_a$ and $\beta_s$ respectively. Once an individual in $S$ gets infected, this person becomes a member of $E$, and then moves to $I_a$ when it becomes infectious. In $I_a$, part of these individuals (the asymptomatic) will never generate any symptoms. They will thus spend
some time in $I_a$, and then recover. The corresponding compartment is denoted by $R_a$. In contrast, the other part of individuals in $I_a$ will develop symptoms, and then move to $I_s$. In $I_s$, a majority of individuals will be identified by health services, but as mentioned above a minority will recover without being identified by any health service. Compartment $R_s$ corresponds to those recovered individuals who has not been registered. The identified persons in $I_s$ will then move to the compartment $H$, which corresponds to hospitalized or treated patients. The ones staying at home but under medical control, or the ones isolated in a hotel, are all included in the compartment $H$. Finally, the patients in $H$ will recover, and thus move to the compartment $R_a$, or will pass away and end up in the compartment $D$. As for the SIR or SEIR models, we assume a permanent immunity, which means that there is no flow from $R_a$, $R_s$, or $R$ to $S$. Also, the total number $N$ of individual is constant, namely at all time one has

$$N = S + E + I_a + I_s + H + R + D + R_a + R_s.$$  \hspace{1cm} (1)

For Tokyo, the value $N = 13'955'000$ has been chosen (approximate mean value between the population of 2020 and 2021).

Based on the Figure 1 and on the explanations provided above, the differential system of the extended SEIR model reads:

$$\begin{align*}
\frac{dS}{dt} &= -\beta_a I_a S/N - \beta_s I_s S/N \\
\frac{dE}{dt} &= \beta_a I_a S/N + \beta_s I_s S/N - \varepsilon E \\
\frac{dI_a}{dt} &= \varepsilon E - \delta I_a - \gamma_a I_a \\
\frac{dI_s}{dt} &= \delta I_a - \tau H I_s - \gamma_s I_s \\
\frac{dH}{dt} &= \tau H I_s - \gamma_H H - \gamma_D H \\
\frac{dR_a}{dt} &= \gamma_a I_a \\
\frac{dR_s}{dt} &= \gamma_s I_s \\
\frac{dD}{dt} &= \gamma_H H \\
\end{align*}$$  \hspace{1cm} (2)

where $\beta_a, \beta_s, \varepsilon, \delta, \gamma_a, \gamma_s, \gamma_D$ and $\gamma_H$ are some medical parameters. Note that some of them will be time dependent.

1.2 The reproduction number

The basic reproduction number, denoted by $R_0$, can be interpreted as the average number of secondary cases generated by a primary case in a susceptible population. It is commonly admitted that $R_0 = 1$ is a threshold value, as explained below. We also refer to [5, 8] for more explanations and more precise statements.

To study $R_0$ for different models, a general definition of the basic reproduction number is introduced based on the notion of disease free equilibrium (DFE). In a DFE the population remains in the absence of disease. For example, in the SIR or SEIR models, it means that $I = 0$ while in the extended SEIR model it means that $I_a = I_s = 0$. In this context, the basic reproduction number can be defined as the number of new infections produced by a typical infectious individual in a population at a DFE. The main feature of $R_0$ is that it corresponds to a threshold parameter, namely if $R_0 < 1$, the DFE is locally asymptotically stable, while if $R_0 > 1$, the DFE is unstable and an outbreak is possible.

The precise expression for $R_0$ is clearly model dependent, but numerous examples are available in the literature. For example, let us consider a general compartmental disease transmission model. Such models are represented by a system of ordinary differential equations, and under natural assumptions it can be shown that these models have a DFE, see [5]. In this reference, the precise expression for $R_0$ is then provided for some classes of models, and the extended SEIR model meets the assumptions of the staged progression model, as presented in [5, Sec. 4.3]. For the extended SEIR model, the expression for $R_0$ then reads:

$$R_0 = \frac{\beta_a}{\delta + \gamma_a} + \frac{\beta_s \delta}{(\delta + \gamma_a)(\gamma_s + \tau H)},$$  \hspace{1cm} (3)
where $\beta_a$ and $\beta_s$ are the initial transmission coefficients at time 0.

To understand the above expression, observe that $\delta/(\delta + \gamma_a)$ corresponds to the fraction of individuals of $I_a$ going to the compartment $I_s$, while $1/(\delta + \gamma_a)$ and $1/(\gamma_s + \tau_H)$ define the average times an infected individual spends in compartments $I_a$ and $I_s$ respectively. Thus, each term on the R.H.S. of (3) represents the number of new infections generated by an infectious individual during the time spent in the compartments $I_a$ and $I_s$.

In contrast, the definition of the effective reproduction number $R_t$ at time $t$ is much more delicate. The various challenges and possible errors have recently been discussed in [7], to which we refer for a thorough discussion. In our setting, we shall keep the interpretation of $R_t$ as the average number of secondary cases generated by one primary case. This approach is possible because the transmission coefficients at time $t$ are available in our approach, and therefore one can compute $R_t$ with (3) and the corresponding $\beta_a$ and $\beta_s$ at time $t$.

1.3 The medical parameters

It clearly appears in Figure 1 and in the corresponding system (2) that several parameters control the flows between the compartments. The values of these parameters may result in very different behaviors of the model. We refer for example to [10, Sec. 1.4] and to [2, Chap. 2] for general discussions on model behaviors and the role of the parameters. In our setting, some parameters are easy to evaluate, as for example the recovery rate $\gamma_H$ or the death rate $\gamma_D$, but others are difficult to estimate, as for example the transmission coefficients $\beta_a$ and $\beta_s$. For that reason, some experiments are performed in order to study the stability of the model with respect to the parameters.

In Table 1 we list the estimated values of some parameters for the extended SEIR model, and provide the sources of information. Several parameters in the table have the form of the product of a percentage and the inverse of a time length. A similar setting for the construction of the parameters can be found for example in [6, 9]. For $\delta$ and $\gamma_a$, the percentage parts should sum up to 1. For the parameters $\tau_H$ and $\gamma_s$, some information can be found in the surveys [12, 14] and the health services website [15]. For parameters $\gamma_H$ and $\gamma_D$, instead of using constant value estimated by health services, we shall use the observation data to estimate their values on a daily basis. The details will be discussed in Section 2.

Let us stress that the value assigned to some of these parameters has evolved during the last 12 months. For example, the ratio of asymptomatic individuals was thought to be very high at the beginning of the epidemic (up to 80%), but some recent research [1, 3, 13] have revised this ratio to 17% to 20%. Our knowledge about the length of infectious periods has also evolved, and the possible values are spread over a rather long intervals. In Table 1 we list some mean values, but in the simulations additional uncertainties are implemented. Since pre-symptomatic patients become infected before the appearance of symptoms, the incubation period (encoded in $\varepsilon$) has been shorten a little bit, and the last 2 days of this incubation period have been moved to $I_a$.

One very delicate question is the relation between $\beta_a$ and $\beta_s$, namely between the transmission coefficient for asymptomatic / pre-symptomatic and the transmission coefficient for symptomatic. For our investigations, we shall rely on the result of the systematic review [1] which asserts that the relative risk of asymptomatic transmission is 42% lower than that for symptomatic transmission. As a consequence, we shall fix

$$\beta_a = 0.58\beta_s \quad \text{or equivalently} \quad \beta_s = 1.72\beta_a.$$  \hspace{1cm} (4)

This factor 0.58 is slightly smaller but of a comparable scale compared to earlier investigations, see for example [3]. In order to perform some experiment with different factors, let us set more generally

$$k := \frac{\beta_a}{\beta_s}$$

and call it the relative infectivity coefficient.
parameter estimation source remark

<table>
<thead>
<tr>
<th>parameter</th>
<th>estimation</th>
<th>source</th>
<th>remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon$</td>
<td>$(3 \text{ days})^{-1}$</td>
<td>[4]</td>
<td>Incubation period, not contagious</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$83 % \times (2 \text{ days})^{-1}$ \hspace{1cm} $(95% \text{ CI 80} % \text{ to 86}%)$</td>
<td>[1, 4]</td>
<td>proportion of pre-symptomatic \hspace{1cm} × (duration of pre-symptomatic$)^{-1}$</td>
</tr>
<tr>
<td>$\tau_H$</td>
<td>$78 % \times (8.3 \text{ days})^{-1}$ \hspace{1cm} (until May 31) \hspace{1cm} $78 % \times (5.2 \text{ days})^{-1}$ \hspace{1cm} (from June 1)</td>
<td>[12, 11]</td>
<td>proportion of detected symptomatic \hspace{1cm} × (days of symptoms onset$)^{-1}$</td>
</tr>
<tr>
<td>$\gamma_a$</td>
<td>$17 % \times (9 \text{ days})^{-1}$ \hspace{1cm} $(95% \text{ CI 14}% \text{ to 20}%)$</td>
<td>[1, 13]</td>
<td>proportion of asymptomatic \hspace{1cm} × (duration of asymptomatic$)^{-1}$</td>
</tr>
<tr>
<td>$\gamma_s$</td>
<td>$22 % \times (7 \text{ days})^{-1}$</td>
<td>[12, 14]</td>
<td>proportion of undetected symptomatic \hspace{1cm} × (duration of symptomatic$)^{-1}$</td>
</tr>
<tr>
<td>$\gamma_H$</td>
<td>computed by observations</td>
<td>[16]</td>
<td>discussed in Section 2</td>
</tr>
<tr>
<td>$\gamma_D$</td>
<td>computed by observations</td>
<td>[16]</td>
<td>discussed in Section 2</td>
</tr>
</tbody>
</table>

Table 1: Medical parameters

1.4 The observations

One of the aims of this study is to estimate the unknown parameters $\beta_a$ and $\beta_s$, and the unobservable compartments $I_a$ and $I_s$. Because of relation (4), it is clear that for the parameters only $\beta_s$ has to be evaluated. The Ensemble Kalman filter (EnKF) requires observations of some compartments in the extended SEIR model. In Figure 1, we highlight the three compartments with observations available in yellow, namely $H$, $R$ and $D$. The data corresponding to these compartments may not be perfect, and for the analysis based on these data we shall take some uncertainties into consideration. More precisely, since the source of uncertainties may not be clear, and since the scale of uncertainties may be difficult to evaluate, some random noise will be added subsequently.

For our experiment, we shall firstly and mainly use the data about Tokyo, with a total population $N$ of nearly 14 million residents. As already mentioned, the compartment $H$ corresponds to the identified individuals either hospitalized or treated at home or in a hotel. On the other hand, $R$ and $D$ describe the accumulated number of recovered and deceased individuals. The information about these three compartments are very easy to find for Tokyo. One can check for example the website of Ministry of Health, Labour and Welfare, prefecture’s websites or some mass communication companies’ websites to get more details. The information is provided on a daily basis. Note however, that these records were not very accurate at the beginning of the outbreak. This was caused by the delay of reports, but also by some changes in the policy for the collect of information. Our analysis will take this source of uncertainties into consideration.

2 Experiments

Health officials started providing data from February 2020 but they included some uncertainties caused by delay or by policy changes. Our experiments start with the observations from March 6th 2020, when recorded
data became more reliable.

For the state space model mentioned in Section 1, the corresponding dynamical system is described by the differential system (2). To estimate the parameter $\beta_s$, we use the augmented state, which means we add one more equation $\frac{d\beta_s}{dt} = 0$ to the system (2) but we assume that there is no dynamics for $\beta_s$. This means that $\beta_s$ will not be updated during the integration process, but this parameter will nevertheless be updated during the assimilation process. In other words, if $\beta_s$ has a correlation with the observations, then $\beta_s$ will be updated together with the other states. In system (2), the unit of time $t = 1$ represents one day. Thus, the one day forecast from day $n$ is obtained by integrating the system (2) on $[n, n+1]$ with the initial values equal to the analysis on day $n$. To avoid negative values when the data assimilation (DA) is performed, all the compartments are transformed to log scale with base $e$. The lower case will be used for these new variables, as for example $s(t)$ := log $S(t)$, and the corresponding equation becomes $\frac{ds(t)}{dt} = \frac{1}{S(t)} \frac{dS(t)}{dt}$. The DA update directly applies to the log-transformed values.

Now the forecast value of $x_t$ is a 9-dimensional vector
\[
(e(t), i_a(t), i_s(t), h(t), r(t), d(t), r_a(t), r_s(t), \log \beta_s)^T.
\] (5)

Note that the compartment $s(t)$ is not explicitly taken into account since it can be deduced from the conservation relation (1). Before performing the DA update, the above vector has to be projected to the observation space, namely the forecast vector (5) is projected on $(h(t), r(t), d(t))^T$ which corresponds to the three compartments with observations.

To initiate the experiments, initial values for all compartments and parameters have to be provided. When these initial values are far away from the observations, the system goes through an unstable transition period. To avoid or reduce this unstable analysis, preliminary experiments were performed for determining suitable initial values. Namely, we run the system for a few days, starting with a few individuals in some compartments and a presumed value for $\beta_s$. Different values of $\beta_s$ were tested, until values comparable to the data of the compartments $H, D, R$ on day zero (March 6th 2020) were obtained. The values obtained for the different compartments were then chosen as initial conditions. However, independent normal distributed random errors are also added to create 15 ensemble members $\{x^{a(i)}_0, i = 1, \ldots, 15\}$. Note that each member $x^{a(i)}_0$ is a 9-dimensional vector containing the initial conditions for the compartments and for the parameter $\beta_s$.

The ensemble on day zero are then integrated by the model (2) for one day and the EnKF will update the one day forecast by using the observations. The procedure of the experiments is shown in Figure 2.

![Figure 2: Data assimilation flow chart](image)

As mentioned in Section 1.3, parameter $\gamma_H$ and $\gamma_D$ are estimated by using the observations. Consider equation $\frac{dB}{dt} = \gamma_H H$ in model (2). Since the time is discrete, we can rewrite this relation as $R(t+1) - R(t) = \gamma_H(t)H(t)$ which leads to and
\[
\gamma_H(t) = \frac{R(t+1) - R(t)}{H(t)}.
\] (6)

Similar computation can be generated for $\gamma_D$ also, namely,
\[
\gamma_D(t) = \frac{D(t+1) - D(t)}{H(t)}.
\] (7)
For the implementation of these parameters for the computation of the 1-day forecast, we have used a slightly smoothed version obtained by a 7-day convolution with weights \( \frac{1}{64} (1, 6, 15, 20, 15, 6, 1) \). The effect is to decrease a little bit the size of the weekly oscillations.

For the integration process, we have also included some uncertainty to all parameters: to the ones presented in Table 1, but also to the values of the parameters \( \gamma_H, \gamma_D \). Thus, the 1-day forecast is obtained with the parameters of the previous day, each of them perturbed by a normal distribution \( N(0, (M/10)^2) \), where \( M \) corresponds to the value of this parameter. These perturbations are independent and randomly generated for each 1-day forecast.

For simplicity, we assume that the observation error covariance is independent of time. The diagonal elements are chosen as \( (\log(1.3))^2 \) for any time \( t \). One can interpret this as the observation errors for \( h, r \) and \( d \) have \( [-\log(1.3), \log(1.3)] \) as 68% CI and \( [-2\log(1.3), 2\log(1.3)] \) as 95% CI. Considering that all the observations have been transformed into log scale, it means that the observations in original scale are distributed in \( [(x/(1.3), (1.3)x)] \) as 68% CI and \( [x/(1.69), (1.69)x] \) as 95% CI.
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