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Only in 10 minutes!!

5 people died in River Toga in Kobe
on July 28, 2008

1.34 m      in 10 minutes!!
(JMA brochure)



Big Data Assimilation

SimulationsObservations

Powerful supercomputerNew sensors, IoT

Big Data Big Data100x 100x



9/11/2014, sudden local rain

>42,000 views
#11 of RIKEN channel

Youtube https://www.youtube.com/watch?v=42NZTGdp1Js



9/11/2014, sudden local rain

Youtube https://www.youtube.com/watch?v=42NZTGdp1Js



Press announcement on August 21, 2020

Real-time forecast with 30-sec refresh
during August 25-September 5, 2020
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Multi-parameter phased array weather radar (MP-PAWR) was developed by 
SIP (Cross-ministerial Strategic Innovation Promotion Program) in 2014-2018
as a research subject of “torrential rainfall and tornadoes prediction.” 

Early forecasting by water vapor, cloud, and precipitation observation 

generate develop mature

★ Saitama Univ.（MP-PAWR site)
● Olympic and Paralympic venues 

Radius 60 km

Radius 80 km

Arakawa basin

Development of MP-PAWR

MP-PAWR features

MP-PAWR observation area

MP-PAWR antenna

MP-PAWR installed at Saitama Univ. on Nov 21, 
2017, and observation began in July 2018.



Special arrangement
for an exclusive use of Oakforest-PACS

of the U of Tokyo and Tsukuba U



Real-time workflow



Real-time job scheduling



25 August 2019 00:40 JST

JMA Nowcast
10-min lead

This study
10-min lead

MP-PAWR
observation

Process-driven model predicts
rapid changes of rains

• Rapid development (red broken circles)
• Rapid weakening (left of red circles)

Past case study



Smartphone app by MTI Co. Ltd.
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Plans

Verify & Publish Improve Test in 2021

New “Fugaku”



Data Assimilation (DA)

Observations

>2

1 1+
Data Assimilation

Simulations



Data Assimilation (DA)

Observations

>2

1 1+
Data Assimilation

Simulations

Process-driven
Deduction

Cyber world

Data-driven
Induction
Real world



DA workflow

Simulation

DA

Initial State

Simulated State

Observations

(Best estimate)

Sim-to-Obs
conversion

Sim-minus-Obs
DA

Data-driven

Process-driven



DA workflow

Simulation

DA

Initial State

Simulated State

Observations

(Best estimate)

Sim-to-Obs
conversion

Sim-minus-Obs
DA

Data-driven

Process-driven

Human knowledge
Science



Scientific methods
Observations
Experiments

Noisy/missing
data



Scientific methods

Fundamental laws
Knowledge

Dealing with
noise/miss

1st science (experimental)

Observations
Experiments



Scientific methods

Fundamental laws
Knowledge

Theory

2nd science (theoretical)

Observations
Experiments



Scientific methods

Fundamental laws
Knowledge

Computing beyond
human ability

3rd science (computational)

Simulation
Observations
Experiments



Scientific methods
Big Data beyond

human ability

4th science (data-centric)

Simulation
Observations
Experiments



Data Assimilation

Data Assimilation connects 
data and simulation
and brings synergy

Simulation
Observations
Experiments



The 5th paradigm?
Statistics

Dynamical systems

5th science ??
(data × computation)

Simulation
Observations
Experiments



DA workflow

Simulation

DA

Initial State

Simulated State

Observations

(Best estimate)

Sim-to-Obs
conversion

Sim-minus-Obs

Broad-sense DA

Data-driven

Process-driven



DA = math of errors

forecast

0 1obs

analysis

DA



Merging 2 information (Bayesian estimation)

p

Fcst Obs
Merging 
Fcst&Obs

Probability distribution 
is essential.



Big Ensemble 
DA

Miyoshi, Kondo, Terasaki
(2014, Computer) 

doi:10.1109/MC.2015.332



Sample size = Resolution of probability
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1.856N, 176.25E

Kondo&Miyoshi
(2019, NPG)

doi:10.5194/npg-26-211-2019



Non-Gaussian metric (KLD)
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Kondo&Miyoshi
(2019, NPG)

doi:10.5194/npg-26-211-2019



Non-Gaussian metric (KLD)
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Non-Guassian PDF captured with
>1000

Kondo&Miyoshi
(2019, NPG)

doi:10.5194/npg-26-211-2019



Pushing the limits
Big Data × Big Simulations

Big ensemble (10240 ensemble members)
Rapid update (30-second update)

High resolution (100-m mesh)
 Future Numerical Weather Prediction



Fugaku
 Good for both Big DA 

and ML

K (and other HPCs)
 Good for Big DA
 Not suitable for ML



DA-AI Integration

Simulation

DA

Initial State

Simulated State

Observations

(Best estimate)

Sim-to-Obs
conversion

Sim-minus-Obs

Broad-sense DA

Predict high-resolution
from low-resolution model

Predict model error

Model-obs relationship

Quality control

DA algorithm

Surrogate model

Need to learn big 
computation data on 
HPC (cannot move)



Fusing ML+DA+Simulation
Observation

Weather Simulation

IN
PUT

OUTPUT New 3D Precip. Nowcasting

Improved forecast

Input of future data 
from NWP!!

(NICT)

Otsuka, Miyoshi, et al.



Preliminary results:
Using future data in Conv-LSTM is effective.

Better

Otsuka, Miyoshi, et al.

↓better

↓better



DA-AI Integration

Simulation

DA

Initial State

Simulated State

Observations

(Best estimate)

Sim-to-Obs
conversion

Sim-minus-Obs

Broad-sense DA

Predict high-resolution
from low-resolution model

Predict model error

Model-obs relationship

Quality control

DA algorithm

Surrogate model

Need to learn big 
computation data on 
HPC (cannot move)



Experiment  
 Quasi-Geostrophic model: Potential Vorticity

 Models:
1. Process-Driven Physical Model (PDPM)
2. Data-Driven Statistical Model (DDSM)
3. Hybrid Physical-Statistical Model (HPSM)

Climate Model Acceleration by Machine Learning



Model Acceleration: Results  

Criterion:   Anomaly Correlation Coefficient (ACC)
Predictability range:   ACC > 0.6 Wall-clock computer time



DA-AI Integration

Simulation

DA

Initial State

Simulated State

Observations

(Best estimate)

Sim-to-Obs
conversion

Sim-minus-Obs

Broad-sense DA

Predict high-resolution
from low-resolution model

Predict model error

Model-obs relationship

Quality control

DA algorithm

Surrogate model

Need to learn big 
computation data on 
HPC (cannot move)



Nonlinear bias correction with ML

Model

𝒙𝒙𝑡𝑡+1𝑎𝑎 = �𝒙𝒙𝑡𝑡+1
𝑓𝑓 + 𝑲𝑲 𝒚𝒚𝑡𝑡+1 − 𝐻𝐻 �𝒙𝒙𝑡𝑡+1

𝑓𝑓

observationforecast
𝒙𝒙𝑡𝑡+1
𝑓𝑓

Analysis

𝒙𝒙𝑡𝑡+1 = 𝑴𝑴 𝒙𝒙𝑡𝑡

LETKF

𝒚𝒚𝑡𝑡+1

Amemiya, Mohta, Miyoshi



Nonlinear bias correction with ML

Model

𝒙𝒙𝑡𝑡+1𝑎𝑎 = �𝒙𝒙𝑡𝑡+1
𝑓𝑓 + 𝑲𝑲 𝒚𝒚𝑡𝑡+1 − 𝐻𝐻 �𝒙𝒙𝑡𝑡+1

𝑓𝑓

observationforecast
𝒙𝒙𝑡𝑡+1
𝑓𝑓

Bias correction

Analysis

Train the network 𝒃𝒃 with 𝒙𝒙𝑡𝑡+1
𝑓𝑓 ,𝒙𝒙𝑡𝑡+1𝑎𝑎

𝒙𝒙𝑡𝑡+1 = 𝑴𝑴 𝒙𝒙𝑡𝑡

�𝒙𝒙𝑡𝑡+1
𝑓𝑓 = 𝒃𝒃(𝒙𝒙𝑡𝑡+1

𝑓𝑓 , … )

LETKF

𝒚𝒚𝑡𝑡+1

RNN

Amemiya, Mohta, Miyoshi



Idealized experiments: LSTM is effective.

Analysis RMSE Extended forecast RMSE

“Nature run”: Shear Lorenz96 model (Pulido et al., 2018)
𝑑𝑑
𝑑𝑑𝑑𝑑
𝑥𝑥𝑘𝑘 = 𝑥𝑥𝑘𝑘−1 𝑥𝑥𝑘𝑘+1 − 𝑥𝑥𝑘𝑘−2 − 𝑥𝑥𝑘𝑘 + 𝐹𝐹 −

ℎ𝑐𝑐
𝑏𝑏
𝑓𝑓𝑘𝑘(𝒚𝒚)

𝑑𝑑
𝑑𝑑𝑑𝑑
𝑦𝑦𝑗𝑗 = 𝑐𝑐𝑏𝑏𝑦𝑦𝑗𝑗+1 𝑦𝑦𝑗𝑗−1 − 𝑦𝑦𝑗𝑗+2 − 𝑐𝑐𝑦𝑦𝑗𝑗 +

ℎ𝑐𝑐
𝑏𝑏
𝑔𝑔𝑗𝑗(𝒙𝒙) 𝑔𝑔𝑗𝑗 𝒙𝒙 = 𝛼𝛼 𝑥𝑥int ⁄𝑗𝑗 𝐾𝐾 +1 − 𝑥𝑥int ⁄𝑗𝑗 𝐾𝐾 −1

𝑓𝑓𝑘𝑘 𝒚𝒚 = �
𝑗𝑗= 𝑘𝑘−1 𝐽𝐽/𝐾𝐾+1

𝑘𝑘𝐽𝐽/𝐾𝐾

𝑦𝑦𝑗𝑗

𝑑𝑑
𝑑𝑑𝑑𝑑
𝑥𝑥𝑘𝑘 = 𝑥𝑥𝑘𝑘−1 𝑥𝑥𝑘𝑘+1 − 𝑥𝑥𝑘𝑘−2 − 𝑥𝑥𝑘𝑘 + 𝐹𝐹

Forecast model

Amemiya, 
Mohta, 
Miyoshi



DA-AI Integration

Simulation

DA

Initial State

Simulated State

Observations

(Best estimate)

Sim-to-Obs
conversion

Sim-minus-Obs

Broad-sense DA

Predict high-resolution
from low-resolution model

Predict model error

Model-obs relationship

Quality control

DA algorithm

Surrogate model

Need to learn big 
computation data on 
HPC (cannot move)



Satellite 
observations

Model 
Variables

Satellite 
observations

Model 
Variables

Radiative 
transfer model

NN

Satellite simulator with ML

52

NOAA-15, Ch. 7

CTRL
TEST

The method works!!!

Temperature RMSE (K) Temperature BIAS (K)

He
ig

ht
 (h

Pa
)



DA-AI fusion

Simulation

DA

Initial State

Simulated State

Observations

(Best estimate)

Sim-to-Obs
conversion

Sim-minus-Obs

Broad-sense DA

Predict high-resolution
from low-resolution model

Predict model error

Model-obs relationship

Quality control

DA algorithm

Surrogate model

Need to learn big 
computation data on 
HPC (cannot move)Using AI in DA

Fusing AI and DA with HPC
New meteorology

(the 5th Science)
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